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Figure 1: We propose DirActor, a novel VR system to help HCI researchers create interaction illustrations featuring multiple
human figures in various poses and compositions by oneself. In our system, the user (highlighted in red) can act and create still
copies of his avatar. Simultaneously, the user can (a) monitor his appearance on the camera in real-time and (b) control the
camera through the interactive picture frame, and (c) issue voice cues through Hold'n'Speak.

ABSTRACT
In HCI research papers, interaction illustrations are essential to
vividly expressing user scenarios arising from novel interactions.
However, creating these illustrations through drawing or photog-
raphy can be challenging, especially when they involve human
figures. In this study, we propose the DirActor system that helps
researchers create interaction illustrations in VR that can be used
as-is or post-processed, by becoming both the director and the actor
simultaneously. We reproduced interaction illustrations from past
ACM CHI Best and Honorable Mention papers using the proposed
system to showcase its usefulness and versatility.
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1 INTRODUCTION
In the research field of human-computer interaction (HCI), draw-
ings or photographs are often necessary to visualize interactions
that can be difficult to convey through text alone. However, HCI
researchers can face several challenges when creating such interac-
tion illustrations.

Drawing a high-quality illustration requires depicting human
figures in the correct anatomy, perspective, and layout, a skill that
demands professional training [43]. While researchers can use a
photograph as a background for drawing over, a suitable photo-
graph may not be readily available, in which case, researchers must
take a new one.

Photography, on the other hand, requires setting up the scene,
configuring the camera, and acting, which can be physically de-
manding to handle by oneself. While working with colleagues can
help, they may not always be available in sufficient numbers. Also,
it can be tricky to direct actors to pose exactly as wanted when the
interaction illustration contains many human figures.

We thus propose DirActor, a novel VR system designed to help
researchers quickly and easily create interaction illustrations that
contain many human figures by oneself (Figure 1). In our system, by
becoming both the director and the actor, the user can demonstrate
interactions with the body of his avatar, and at the same time,
monitor the shot, control the camera, and give voice cues.
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2 RELATEDWORK
In this section, we introduce previous works in creating illustrations
that contain human figures and provide an overview of the main
goals of this study in relation to them.

2.1 Taxonomy of Interaction Illustrations
Antoine et al. [3] suggested a taxonomy of interaction illustrations
in HCI research papers. The taxonomy includes five viewpoint types
(1𝑠𝑡 person, 3𝑟𝑑 person, over-shoulder 3⁄4, top, and UI only), two user
types (single and multiple), and nine interaction types (touch, mid-
air, distal, on-body, computer, tangible, controllers, pen, and gaze).
In this study, we accommodate depiction of every viewpoint type
except the “UI only,” which does not involve a human figure, both
the single and multiple user types, and every interaction type with
the help of pre-imported 3D props.

2.2 Posing 3D Human Figures
While many commercial 3D staging tools [9, 27, 40] support realistic
representation of the human figure, manipulating the body to take
a desired pose can be difficult and time-consuming. Techniques
that extract poses from physical puppets [12, 16, 34] or sketches
[6, 13, 25, 29] have been proposed. However, we consider acting and
capturing those poses to be more direct and proficient, which can
be readily achieved through the hand and body tracking features
of commercially available VR headsets.

2.3 AI Assistance
Generative AI models can quickly produce high-quality human
illustrations from text prompts [11, 33, 36] and sketches [7, 50].
However, it can still be challenging for the user to attain desired
results even after many tries [26]. Instead, we take the approach
where the user has full control over the scene, the camera, and the
poses. In doing so, the user can issue voice commands, just as the di-
rector does to the crew members, which our system accommodates
using natural language processing AI.

2.4 Multi-Modal Input
Antoine et al. proposed using the Leap Motion hand tracking sensor
to pose the human hand model in creating interaction illustrations
[2]. Chi et al. proposed using the Microsoft Kinect body tracking
sensor to pose the human body model and voice commands to
invoke recording functions while posing in creating step-by-step
illustrated instructions [8]. In this study, we incorporate hand and
body tracking sensors as well as voice commands in enabling an
intuitive and frictionless workflow for creating interaction illustra-
tions in VR.

3 SYSTEM
In this section, we present the DirActor system, which enables the
user to monitor the shot, control the camera, and give the cue all
the while being an avatar and acting out poses in VR. We designed
the interactive picture frame and Hold'n'Speak interactions inspired
by communication between directors and actors in actual photo
shooting sessions.

3.1 Monitoring the Shot While Acting
The interactive picture frame is a semi-transparent rectangular
panel that displays the real-time view from the camera and follows
the user’s head so that the user can glance at any time while acting.
The user can grab the interactive picture frame and relocate it
(Figure 2a), change its aspect ratio (Figure 2b), and resize it (Figure
2c), during which operation it turns opaque.

Figure 2: The user can (a) relocate the interactive picture
frame by grabbing a border and moving the hand, (b) adjust
the aspect ratio by grabbing two parallel borders and moving
the hands closer or farther during which it snaps to common
aspect ratios (1:1, 4:3, 3:2, 16:10, and 16:9), and (c) resize while
maintaining the aspect ratio by grabbing two opposite cor-
ners and moving the hands closer or farther.

3.2 Controlling the Camera While Acting
By performing a set of single- and multi-touch gestures with one
or two hands on the interactive picture frame, the user can freely
manipulate the camera (Figures 3-5) without leaving his position
while acting.

Figure 3: Overview of camera manipulation through the in-
teractive picture frame. When the user touches a point on
the interactive picture frame (in this image, the avatar’s left
ear), a pivot point (★) is calculated. The user can pan (red) or
tilt (green) around★, dolly in or out (blue) along the axis con-
necting ★ and the camera, roll (yellow) around the axis, and
truck & pedestal on the plane parallel to the camera plane
(purple). In every camera movement except truck & pedestal,
the camera always points to ★.
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Figure 4: The user can (a) pan by putting one finger on a
pivot point and dragging horizontally, (b) tilt by putting one
finger on a pivot point and dragging vertically, (c) dolly by
putting two fingers to aim the pivot point and moving the
hands closer or farther, (d) roll by putting one finger on a
pivot point and dragging another along the circle, (e) truck &
pedestal by dragging two fingers, and (f) adjust field of view
by putting two fingers of both hands at the same time and
moving the hands closer or farther.

Figure 5: The user can (a) grab a border of the interactive
picture frame to reveal the entire image, (b) drag with one
finger to translate the crop, and (c) pinch with two fingers to
resize the crop.

3.3 Cueing While Acting
Using our Hold'n'Speak interactions, the user can issue voice com-
mands when his hands and body are busy performing a pose. Just
as the actor holds his pose until the director gives a cue in actual
photo shooting sessions, the user first holds the current pose for
a short period (e.g. 0.5 seconds) and then speaks out a command
(Table 1), to create (Figure 6), remove (Figure 7), and edit (Figure 8)
an avatar and take a photo.

Command Example phrase
Create a new avatar “Create an avatar.”, “New.”
Remove the selected avatar “Remove the avatar.”, “Delete.”
Edit the selected avatar “Edit the avatar.”, “Re-pose.”
Take a photo “Take a photo.”, “Capture.”

Table 1: The user can invoke system functions by speaking
specific or similar phrases.

Figure 6: The user (semi-transparent) (a) holds a pose for a
short period, and then (b) speaks the avatar creation com-
mand to (c) create an avatar (opaque) with the same pose.

Figure 7: The user (a) approaches an avatar andholds a similar
pose for a short period to select the avatar (signaled by green
outline), and then (b) speaks the avatar removal command
to (c) remove the avatar.

Figure 8: The user (a) selects an avatar and speaks the avatar
edit command to (b) unfreeze the avatar (signaled by orange
outline) and re-pose. (c) The user holds the new pose for a
short period to freeze the avatar.

4 USER SCENARIO
In this section, we present an exemplary user scenario to showcase
the workflow using the DirActor system. In this user scenario, a user
creates an interaction illustration that envisions a futuristic design
tool, which converts a car sketch drawn on a handheld translucent
graphics tablet into a 3D hologram, allowing a group of designers
to collaboratively review the design. As the interaction illustration
involves many human figures engaging with various props and
each other, an effective scene layout that highlights each element
and interaction is required, which can be challenging to obtain
through drawing or photography. The user scenario describes the
user’s performance before (Figure 9), during (Figures 10-12), and
after (Figure 13) the photo shoot in the user’s first-person view.

Figure 9: Before the photo shoot, the user enters a VR scene
with pre-imported 3D objects. As if setting up a studio, the
user grabs and moves (a) large pieces of furniture (in this im-
age, a chair) and (b) small props (in this image, a translucent
graphics tablet). Then, the user (c) roughly places the camera
which can be finely adjusted in later stages.

Figure 10: During the photo shoot, the user acts out the first
avatar. (a) The user sits in front of the graphics tablet and
grabs a pen in the air. Then, the user (b) pretends to sketch
while looking at himself through the interactive picture
frame and (c) creates an avatar with Hold'n'Speak.
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Figure 11: During the photo shoot, the user acts out the sec-
ond avatar. (a) The user stands up and moves next to the first
avatar. (b) The user pretends to touch the car hologram with
both hands and (c) creates an avatar with Hold'n'Speak. (d)
While heading to create the third avatar, the user decides the
second avatar should be touching the car’s roof. (e) The user
returns and uses Hold'n'Speak to (f) edit the pose.

Figure 12: During the photo shoot, the user acts out the third
avatar. (a) The user walks to the other side of the table and (b)
pulls down the interactive picture frame to see if the avatars
and props are in an appropriate composition. Unsatisfied,
the user (c) moves the camera and (d) crops the image so that
the photo better illustrates each avatar’s role in the scene.
Then, the user (e) acts out the last avatar by pretending to
discuss, and (f) takes a photo with Hold'n'Speak.

Figure 13: After the photo shoot, (a) the image is saved in PNG
format in a local folder. The user (b) post-processes the image
with a 2D graphics tool (in this image, Adobe Photoshop) and
(c) inserts the image into his paper.

5 IMPLEMENTATION
We implemented our system using the Unity 3D game engine and
the hand and body tracking, as well as voice input capabilities of the
Meta Quest 2 VR headset. The Meta Avatars SDK currently does not
support leg and foot tracking, but we anticipate integrating it to our
system when it becomes available in the near future. We process
the user’s voice command using Wit.ai’s speech recognition API
[32].

6 SHOWCASE
In this section, we showcase the usefulness of the DirActor system
by reproducing interaction illustrations from HCI research papers
with it. We chose ACM CHI Best and Honorable Mention papers
for their high novelty, representativeness, and presentation quality.

First, out of 705 awarded papers over the past five years, we
filtered 192 papers that proposed new interaction techniques or
systems. Then, out of 1,838 figures in these papers, we filtered 441
figures that were interaction illustrations.

Next, we selected 29 interaction illustrations out of the 441 based
on four criteria. First, the illustration must mainly depict a human
figure interacting with the system (e.g. not an illustration with only
the tip of a finger). Second, the illustration must not necessitate
being an actual photograph (e.g. not an illustration of a mixed-
reality system that must distinguish the real and virtual worlds).
Third, the illustration must not involve a body part that the VR
headset can not currently track (e.g. not an illustration of foot
movement). Fourth, we selected only one illustration when a paper
included many similar ones.

The 29 illustrations from 29 papers [1, 4, 5, 10, 14, 15, 17–24, 28,
30, 31, 35, 37–39, 41, 42, 44–49] contained 169 human figures, and
included every viewpoint type, user type, and interaction type from
the taxonomy of interaction illustrations as proposed by Antoine
et al. [3] (Table 2).

One of the authors reproduced the illustrations using DirActor by
himself (Figures 14-19) and measured the time spent on setting up
the virtual scene, posing, and shooting in DirActor. The time spent
on finding or creating 3D objects to import and post-processing
the captured image were considered outside the scope of this study
and not measured. On average, each human figure took 54 seconds
to reproduce.

Category Count
Viewpoint type

1𝑠𝑡 person 8
3𝑟𝑑 person 20
Over-shoulder 3/4 3
Top 5

User type
Single 28
Multiple 1

Interaction type
Touch 10
Mid-air 11
Distal 7
On-body 9
Computer 8
Tangible 6
Controller 3
Pen 3
Gaze 2

Table 2: Counts of interaction illustrations by category. The
29 interaction illustrations selected from 29 papers included
every viewpoint type, user type, and interaction type clas-
sified by Antoine et al. [3] and targeted by our paper. An
interaction illustration could belong to multiple categories.
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Figure 14: (a) The original interaction illustration of Matulic
et al. [30] featuring an interactive tablet pen equipped with a
wide-angle camera, which can detect the user’s hand gestures
(viewpoint types: 1𝑠𝑡 person, 3𝑟𝑑 person, and top; user type:
single; interaction types: touch, computer, and pen). (b) Our
reproduction (avatar count: 21; time in DirActor: 28m 48s).
The permission for the original image was granted by ACM.

Figure 15: (a) The original interaction illustration of
Preechayasomboon et al. [37] featuring a compact linear
actuator embedded into a VR controller (viewpoint type: 3𝑟𝑑
person; user type: single; interaction type: controller). (b) Our
reproduction (avatar count: 1; time in DirActor: 2m 17s). The
permission for the original image was granted by ACM.

Figure 16: (a) The original interaction illustration of Wentzel
et al. [48] featuring a technique that amplifies the distance
between a VR controller and the user’s body to improve er-
gonomics (viewpoint type: 3𝑟𝑑 person; user type: single; in-
teraction types: mid-air, on-body, and controller). (b) Our
reproduction (avatar count: 3; time in DirActor: 4m 18s). The
permission for the original image was granted by ACM.

Figure 17: (a) The original interaction illustration of Wang et
al. [47] featuring a technique that allows visually-impaired
people to use touch screens and hear voice guidance without
using a loudspeaker (viewpoint type: 3𝑟𝑑 person; user type:
single; interaction types: touch and computer). (b) Our re-
production (avatar count: 2; time in DirActor: 8m 45s). The
permission for the original image was granted by ACM.

Figure 18: (a) The original interaction illustration of Sub-
ramonyam et al. [45] featuring an AR system which can
quickly scan post-it notes to create affinity diagrams (view-
point types: 1𝑠𝑡 person, 3𝑟𝑑 person, and over-shoulder 3⁄4; user
type: single; interaction types: touch and computer). (b) Our
reproduction (avatar count: 3; time in DirActor: 3m 15s). The
permission for the original image was granted by ACM.

Figure 19: (a) The original interaction illustration of An et al.
[1] featuring an interactive lamp that visualizes how much
time the teacher has spent with each student (viewpoint type:
3𝑟𝑑 person; user type: multiple; interaction type: distal). (b)
Our reproduction (avatar count: 9, time in DirActor 7m 45s).
The permission for the original image was granted by ACM.

7 CONCLUSION & FUTUREWORK
In this study, we propose DirActor, a VR interaction system to help
researchers create interaction illustrations with four viewpoint
types, two user types, and nine interaction types. Using the inter-
active picture frame and Hold'n'Speak interactions, the user can
monitor the shot, control the camera, and cue voice commands, all
while using his body to pose his avatar. Using DirActor, an author
was able to reproduce 169 human figures from 29 interaction illus-
trations found in ACM CHI Best and Honorable Mention papers,
averaging 54 seconds per figure.

In future work, we will evaluate the system’s usability through
an experiment in which participants reproduce a given interaction
illustration as quickly and accurately as possible using baseline
and DirActor, respectively. The baseline will be a conventional
photo session, where a director and multiple actors will perform the
reproduction task in a roomwhere a camera and props are prepared.
Then, the director will perform the same reproduction task alone
with DirActor in a VR scene where props are pre-imported. We
will draw quantitative and qualitative comparisons and publish the
findings in a follow-up paper.
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